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SUMMARY

The Lagrangian method has become increasingly popular in numerical simulation of free surface problems.
In this paper, after a brief review of a recent Lagrangian method, namely the particle finite element method,
some issues are discussed and some improvements are made. The least-square finite element method is
adopted to simplify the solving of the Navier–Stokes equations. An adaptive time method is derived to
obtain suitable time steps. A mass correction procedure is imported to improve the mass conservation
in long time calculations and time discretization scheme is adopted to decrease the pressure oscillations
during the calculations.

Finally, the method is used to simulate a series of examples and the results are compared with the
commercial FLOW3D code. Copyright q 2008 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Free surface problems are of great importance in various engineering applications, including
sloshing in liquid containers, spillways in dams, ship hydrodynamics, mold filling processes and
many other domains.

The numerical simulation of these phenomena can be accomplished by solving the Navier–
Stokes (N–S) equations with interfaces. On one hand the numerical methods in the case of long
time calculations of N–S equations are still a considerable task. On the other hand, there are
specific problems due to the presence of an interface.
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SOME IMPROVEMENTS ON PFEM 1033

There are two kinds of methods for interface simulation: fixed or moving grid methods [1].
In fixed grid methods, there is a predefined grid that does not move with the interface. The
interface has to somehow cut across this fixed grid. In addition to solving the N–S equations, an
additional method must be imposed to capture the interface. Most of the literature is concerned with
volume-of-fluid (VOF) [2] methods or level-set [3] methods, and many commercial codes such as
FLOW3D and Fluent use these methods to represent interfaces. Another kind of technique, known
as moving grid or tracking methods, relies on the use of markers, whose positions are updated
with the current computed fluid velocity field. This simplifies the analysis near the interface. The
problem of moving grid methods is that when the interface undergoes large deformations, the grid
has to be remeshed. However, moving grid techniques have been presented recently because of
their simplicity, including the meshless method [4, 5], the natural element method (NEM) [6] and
the particle finite element method (PFEM) [7].

In this paper, PFEM is described and some improvements in the adaptive time step, mass
conservation and method for decreasing the pressure oscillations are introduced. In Section 2,
PFEM is outlined briefly. In Section 3.1, the least-square finite element method (LSFEM) is used
to solve the N–S equations instead of the finite calculus (FIC) method proposed by PFEM. This
substitution is not necessary, but can reduce the difficulty of the programming considerably. In
Section 3.2, a new kind of adaptive time-step scheme is derived to improve the robustness of PFEM
and the efficiency of the calculation. In Section 3.3, a mesh-pull method is imported to ensure the
mass conservation. In Section 3.4, a new method is proposed to avoid the pressure oscillation due
to the rough boundary conditions. The whole method is summarized in Section 4, and numerical
examples are given in Section 5.

2. THE PFEM

One feature of the PFEM is that the fluid equations are solved by the FIC method, which is a
stabilized fractional step method [7]. Moreover, it uses an innovative extended Denaulay tessellation
(EDT) algorithm to generate the meshes, and applies the natural neighbor method in the integration
of the elements. Then the �-shape method is used to obtain the shape of the set of nodes.

2.1. The FIC method

The Navier–Stokes equations can be written as

∇ ·v=0 (1)

dv
dt

−�∇2v+ 1

�
∇ p=b (2)

where v is the velocity field, p is the pressure, � is the density of the fluid, b is the body force, � is
the kinematical viscosity coefficients and t represents time.

The FIC method is based on the modification of the above equations in a finite region, and solves
them by a stabilized fractional step method. The details of this method are described in [7, 8].

However, the modified equations are not easy to solve because the stabilization terms are difficult
to calculate [9, 10].

Alternatively, the LSFEM is another numerical method different from the Galerkin method. It
can be used to get stabilized solutions without any of the stabilization terms as FIC. This method
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1034 B. TANG, J. F. LI AND T. S. WANG

Figure 1. The EDT algorithm combines two close triangles and generates a unique mesh.

is adopted in the present work to simplify the coding of PFEM [11]. The details of LSFEM are
described in Section 3.1.

2.2. The EDT

The details of this method are reported in [12]. It generates the triangular mesh on the basis of
the standard Denaulay tessellation (DT) [13]. A serious problem of the DT is that the tessellation
may not be unique and may result in near zero volumes. The EDT combines two triangles if they
are ‘close’ to each other. The criterion of ‘close’ is that the distance between the circumcircle
centers of these two triangles is not larger than a small constant multiplied by their average radius.
As illustrated in Figure 1, if the two triangles are close enough, they are combined to form a
quadrangle, and this quadrangle can be merged to form a polygon too. The numerical test [12]
shows that the EDT: (a) is unique for a set of node distributions; (b) is formed by a polyhedron
with nonzero volume and (c) is obtained in a bounded time of order n.

2.3. Interpolation shape functions

Since the elements generated by EDT are not standard triangles, sometimes the non-Sibson inter-
polation is used [14, 15]. This interpolation function is derived from the NEM but has a small
difference: The values at the interpolation point are interpolated from all nodes ‘near’ [14] this
point by NEM, and the regions derived from these ‘near’ nodes may be overlapped or gaped. But in
the PFEM, the values at the interpolation point are interpolated from the element that surrounds this
point. Thus the standard Gaussian integration can be taken in each element for PFEM, while the
integration in NEM is somewhat difficult [16]. Figure 2 illustrates the definition of the functions as

�px=sp/‖np−x‖=sp/h p (3)

and the shape function is

Np =�p

/∑
q

�q (4)

It can be easily proven that this shape function satisfies the partition of unity property and has linear
completeness, and the derivatives of the function can be calculated by a geometrical method [15].
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Figure 2. Schematic figure of the non-Sibson interpolation.

Figure 3. Recognition of boundary surfaces with individual particles by �-shape method.

2.4. The �-shape boundary

Recently, the �-shape method has been used intensively, such as the NEM [6], because it can
recognize the shape of the free surface automatically and the essential boundary conditions can be
imposed. As described in [17], this method is used by PFEM in the following way:

All elements that are on a sphere (circle) with a radius r(e) greater than �h(e), are considered
as inactive elements.

In this criterion, � is a parameter close to one, typically �=1.2. r(e) is the radius of the
circumcircle of the element and h(e) is the mean value of the characteristic length of the particles
that are on this element.

Once the decision of which of the elements is inactive has been made, the boundary nodes must
be defined. Here

A boundary edge is defined if only one activate element contains this edge. All nodes on these
boundary edges are boundary nodes.
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Figure 4. The �-shape technique used for impact recognition.

A feature of the �-shape technique is that it can not only recognize the free surface but can also
identify isolated fluid particles outside the main fluid domain by scanning all the active elements.
Figure 3 shows a schematic example of the boundary surface from a given collection of nodes.
Here all lines are the edges connected by EDT. After the implementation of the �-shape method,
the solid lines represent the edges of the active elements, and the dotted lines represent the edges of
the inactive elements. EDT always gives the convex hull of the nodes (all lines), but the boundary
recognition algorithm captures the external free surface as well as the internal boundary surface
(solid lines), and it also captures the individual nodes (single node or triangle), which depart from
the main fluid domain.

2.5. Treatment of contact between fluid and solid boundaries

Another important feature of the �-shape technique is related to the contact problem. The contact
can be solved naturally as illustrated in Figure 4. At the beginning the fluid (dotted circle at the
top) is above the solid (solid line). When the fluid drops and is going to impact the solid (lined
circle at the bottom), a few new elements between the fluid and the solid appears and can naturally
simulate the impact.

In PFEM, sometimes it is necessary to add or delete some nodes. This is called ‘Joining and
breaking particles’ in the literature [15]. The following criterion has been used in every time step
as follows:

Delete nodes: The node is not added in EDT if there is already a previous point at a distance
d<�h(x), in which �=0.5 is a constant parameter and x is the position of this node.
Add nodes: If there is an element whose radius r(e)>Ch(e), a point is added to its center
and assigned with the values interpolated from the element, in which C=0.8 is a constant
parameter.

The procedure in adding nodes are similar to the step in identifying inactive elements. The
difference is the coefficients of these two procedures. When r(e)>1.2h(e), the element is seemed
as inactive, while when 1.2h(e)�r(e)>0.8h(e), an addition node will be added into this element.

With the above techniques, Onate and Idelsohn obtained many exciting results (http://www.cimne.
com/pfem/).
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3. THE IMPROVEMENTS OF PFEM

Although the results obtained by PFEM are very exciting, some improvements can still be made,
such as the adaptive time step, the mass conservation and the pressure correction. Futhermore, the
FIC can be replaced by the LSFEM because of simplicity.

3.1. The LSFEM

This procedure is not necessary but it can greatly simplify the coding of PFEM. The stabilized
fractional step method used in PFEM is very complex because choosing the stabilization terms is
difficult [9, 10].

To get the C0 interpolation function, Equations (1) and (2) are converted to one-order equations
by imposing an assistant variable x=∇×v, and then temporally discreting by finite difference
method. We get

∇ ·vn+1 = 0

vn+1−vn

�t
+�

(
1

�
∇ pn+1+�∇×xn+1

)
+(1−�)

(
1

�
∇ pn+�∇×xn

)
= bn+1

∇ ·xn+1 = 0

(5)

where �= 1
2 is the Crank–Nicolson (CN) formulation and �=1 is the backward Euler (BE) method.

To facilitate subsequent analysis, Equation (5) can be written in the matrix form

Lu= f (6)

where L is a first-order partial differential operator

L=
nd∑
i=1

Li
�u
�xi

+L0u (7)

here nd is the dimension of the space. In two-dimensional cases, the L of N–S equations can be
written as

u=

⎛
⎜⎜⎜⎜⎝
u

v

p

�

⎞
⎟⎟⎟⎟⎠ , L0=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0

1

�t
0 0 0

0
1

�t
0 0

0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, L1=

⎛
⎜⎜⎜⎜⎜⎜⎝

1 0 0 0

0 0
�

�
0

0 0 0 −��

0 −1 0 0

⎞
⎟⎟⎟⎟⎟⎟⎠

L2=

⎛
⎜⎜⎜⎜⎜⎜⎝

0 1 0 0

0 0 0 ��

0 0
�

�
0

1 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎠

, f=

⎛
⎜⎜⎜⎜⎜⎝

0

bn+1
x

bn+1
y

0

⎞
⎟⎟⎟⎟⎟⎠+

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

−(1−�)

(
�pn

�x
+�

��n

�y

)

−(1−�)

(
�pn

�y
−�

��n

�x

)

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= f1+f2
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As a result of the Lagrangian description, no nonlinear convection terms are needed andL and f
are constants matrix at each time step, eliminating the procedure for linearization.

They are first-order linear partial differential equations and can be discrete by the finite element
method. For a given interpolation function 	i , the variable values ue(x) in each element can be
expressed as

ue(x)=
Nn∑
j=1

	 j (x)u
e
j (8)

where Nn is the number of elements and uej are the four variables at jth nodes of each element.
Therefore, Equation (6) in each element can be written as

Leue =Le

(
Nn∑
j=1

	 j (x)u
e
j

)
=

Nn∑
j=1

L0	 j (x)u
e
j +

Nn∑
j=1

nd∑
k=1

Lk
�	 j (x)

�xk
uej

=
Nn∑
j=1

B juej = fe (9)

where

B j =L0	 j +L1
�	 j

�x
+L2

�	 j

�y

The finite element solution ue on the nodes cannot satisfy Equation (9) accurately, and it will have
a residual

Re=
Nn∑
j=1

Buej −fe (10)

The meaning of LSFEM is to minimize the Equation (9) in the sense of least square, i.e. to
minimize the functional

I (ue)=
∫
e

(
Nn∑
j=1

B juej −fe

)T(
Nn∑
j=1

B juej −fe

)
d� (11)

To get the necessary condition, it must have

d

duei
I (ue) =

∫
e

d

duei

⎛
⎝
(

Nn∑
j=1

B juej −fe

)T(
Nn∑
j=1

B juej −fe

)⎞
⎠ d�

= 2
∫
e

⎛
⎝ d

duei

(
Nn∑
j=1

B juej −fe

)T
⎞
⎠
(

Nn∑
j=1

B juej −fe

)
d�

= 2
∫
e
BT
i

(
Nn∑
j=1

B juej −fe

)
d�=0 (12)
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We write the sum terms in Equation (12) as

Nn∑
j=1

B juej =(B1,B2, . . . ,BNn )(u
e
1,u

e
2, . . . ,u

e
Nn

)T=(B1,B2, . . . ,BNn )Ue (13)

Then Equation (12) can be written in the following algebraic matrix form:

KeUe=Fe (14)

The corresponding element stiffness matrix and element load vector are

Ke=
∫
e
(B1,B2, . . . ,BNn )

T(B1,B2, . . . ,BNn )d� (15)

Fe=
∫
e
(B1,B2, . . . ,BNn )

Tfe d� (16)

The global stiffness matrix and load vector are obtained after finite element integration and the
final algebraic equation is

KU=F (17)

The global stiffness matrix is symmetric positive definite and can be effectively solved by the
preconditioned conjugate gradient method [11, 18].

Sometimes addition coefficient is added to Equation (1) to enhance the importance of the
continuity equation [19, 20]. This method is called the weighted LSFEM and can be used to
improve the mass conservation notable. The coefficient is chosen as 10 in this paper.

3.2. The adaptive time step

It was presented in PFEM [7] that the time increment size was chosen as

�t=min�ti with �ti = hmin
i

|v| (18)

where hmin
i is the distance between node i and the closest one in the mesh, and v is the velocity

of node i .
It was declared that ‘in some problems it was useful to define a layer of nodes adjacent to

the external boundary in the fluid where the condition of prescribed velocity was imposed’ [7].
This layer of nodes seems somewhat strange because the rigid nodes can naturally prevent the
penetration of the water nodes into the solid boundaries very well and the layer of nodes is
redundant if a suitable time step is used.

In order to obtain a suitable time-step size in each step, three kinds of adaptive time algorithms
are considered in this paper.

1. Assume that the j th node has a velocity v j and h j is the distance from the nearest node to
itself. Let �t<min j (|v j |/h j ), for example, �t= 1

2 min(|v j |/h j ). This method, which is the
method used by PFEM, can be imposed easily, but �t is too small in some cases such as
rigid body movement. Moreover, the fluid may penetrate the solid surface as illustrated in
Figure 5, where the points at x1 and x2 denote the solid boundary. Fluid particle at x arrives
at the new position x′, where the fluid particle has crossed through the solid boundary.
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(a) (b) (c)

Figure 5. Simple mesh for explaining adaptive time algorithm.

2. Assume that the time step is �t . Then all nodes on the element illustrated in Figure 5(a) have
new positions x′ =x+v�t, respectively. The time step should guarantee that the element
after deformation is not singular. So the critical condition is that the area of the element after
deformation is zero; i.e.∣∣∣∣∣∣∣

1 x1+u1�t y1+v1�t

1 x2+u2�t y2+v2�t

1 x3+u3�t y3+v3�t

∣∣∣∣∣∣∣=a�t2+b�t+c=0 (19)

where

a=u2v3−v2u3−u1v3+v1u3+u1v2−v1u2

b = x2v3+u2y3− y2u3−v2x3−x1v3−u1y3

+y1u3+v1x3+x1v2+u1y2− y1u2−v1x2

c= x2y3− y2x3−x1y3+ y1x3+x1y2− y1x2

Then �t can be solved from this quadratic equation. If the solution is negative or imaginary,
there is no limit to the time step of this element, while if the solution is positive, 1

2 of this
value is chosen as the time step.
This method can prevent penetration and is useful in most cases, except that the time step

obtained is huge in situations such as that in Figure 5(c).
3. As illustrated in Figure 5(a), assume that all the angles after deformation are larger than

half of their initial values, respectively. Take �1 as an example; its original value is �1=
atan2(|r21×r31|,r21 ·r31), and the angle after deformation is set to �′

1= 1
2�. An equation like

Equation (19) can be derived and solved to get a suitable time step.

In this paper algorithms (2) and (3) are utilized together; algorithm (2) is used for inactive elements
to prevent the penetration and to catch the impact, and algorithm (3) for active elements to obtain
the time step. The time step obtained in this way is large enough to improve the computation
efficiency and small enough to prevent the penetration of the water nodes into the solid boundaries.

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2009; 60:1032–1054
DOI: 10.1002/fld



SOME IMPROVEMENTS ON PFEM 1041

This simple method to represent the water–wall contact is an attractive feature of the PFEM
formulation. In addition, this method can be extended to three dimensions, by substituting a cubic
equation for the quadratic equation (19).

3.3. The mass conservation

The PFEM does not conserve the volume exactly [21]. After updating the nodes, minute errors
in the volume of the fluid may occur. These errors are very small in each time step but will
accumulate after long time calculations. The error correction is based on shifting the recognized
boundary surface (except the isolated nodes) in normal directions so that the volume at the current
time is the same as that at the initial time [22]. Consequently, the coordinate at each free surface
node is determined as follows:

xk =x+k ·10−4hnx on �p (20)

where nx is the normal vector of the surface, h is the characteristic length of this node and k is
the tuning number varying from −100 to 100. k is calculated at each time step to minimize

|mk−morigin| (21)

where mk is the mass with the tuning parameter k and morigin is the initial state of the fluid mass.
The correction is acceptable in numerical calculation, though it is nonphysical and the maximum

correction is 10−2 h at each time step. With this small correction, the relative mass error is improved
to be 10−4−10−5 during the whole computation.

3.4. Decrease the pressure oscillations

The N–S equations are partial differential equations in both time and space. The discretization of
space can be obtained by the finite element method, while the time discretization is commonly
achieved through one of the methods from the treatment of ordinary differential equations, such
as the BE and the CN scheme.

As seen from Equation (5) the parameter � has to be chosen depending on the time-step scheme,
e.g. �=1 for the BE, and �= 1

2 for the CN scheme. These two methods belong to the group of
one-step-�-schemes. The CN scheme is second order and is preferable, but it occasionally suffers
from numerical oscillation because of its weak damping property, while the BE scheme is strongly
damping but it is only first order.

For PFEM, the free surface is constructed for every time step, and the boundaries are sometimes
rough. Calculation indicates that the rough boundary causes oscillation of the pressure. In fact,
this phenomenon occurs not only in PFEM but also on other surface reconstruction algorithms
and meshless methods. PFEM uses the BE method, as cited in [23]. As we all know, the BE is
strongly numerically dissipated, which can be observed from the numerical examples below.

The multi-step method for PFEM is hard to construct because the mesh is different at each time
step. Moreover, the nodes are added or deleted frequently. To overcome the oscillation of the CN
and the dissipation of the BE, a new one-step method is used here.

First: The CN method is used to get the convergent vCN and pCN fields. The iteration procedure,
which is used to get the convergent solution, is described in Section 4.
Second: The BE method is calculated again to get the convergent vBE and pBE fields.
Third: The final veocity and pressure results are vCN and pBE.
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Numerical tests indicate that if we take the vCN and pCN fields as the initial solution in the second
step, the convergence can be achieved in only one or two iterations, so we can simply drop the
iteration in the second step.

The correction used here is simple and does not affect the efficiency very much as the second
step runs only once, while the first step runs 3–4 times.

Unfortunately, the theoretical derivation of this method is lacking here. But numerical tests
indicate that the vBE fields have a relative error of about 10−3 from the previous vCN. And the
comparison with commercial FLOW3D code indicates that this method is not only acceptable but
also performs well in numerical calculations.

4. THE PROCEDURES

From all the methods specified above, the whole procedure in this paper is summarized in this
section.

Although the nonlinear convective terms vanish in the Lagrangian description, the nonlinear
effect does not disappear. It turns into another nonlinearity in the form of the movement of the finite
element mesh. Therefore, the following iteration procedure must be carried out for each time step:

Step 1: Derive (u, p,�)n+1 from Equations (15)–(17) as

Bn+1, j
�
 Bn+1, j


� Un+1, j+1
�i = Bn

�
 f n1
+Bn+1, j
�
 f n+1, j

2
 (22)

where

B j =
∫
V

	 jL0+ �	 j

�x
L1+ �	 j

�y
L2 dV

B=(B1,B2, . . . ,BNn )

f1=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

u

�t
−(1−�)

(
�p
�x

+�
��

�y

)

v

�t
−(1−�)

(
�p
�y

−�
��

�x

)

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, f2=

⎛
⎜⎜⎜⎜⎝

0

fx

fy

0

⎞
⎟⎟⎟⎟⎠

Note that the interpolation functions used for n+1 and n time steps are different at opposite sides of
the equation. Here (n+1, j) denotes the j th iteration at the n+1 time step, and the (n+1,0) step
equals the nth step. The positions of the nodes are updated at the j th step, thus the interpolation
functions on the left side of Equation (17) are also updated.

Step 2: Update the mesh nodes in a Lagrangian manner. From the definition of the velocity
v=dx/dt , the new positions are derived from

xn+1, j
i =xni +1/2(vni +vn+1, j

i )�t (23)
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Step 3: Generate a new mesh and recognize the boundary by PFEM as described in Section 2.
Step 4: Check the convergence of the velocity by

|v j+1−v j |
1+|v j+1| <� (24)

where � is a small error tolerance such as 10−6. If this condition is satisfied, we move to Step 5,
otherwise return to Step 1 for the next iteration with j→ j+1.

Step 5: Correct the pressure and mass as described in Sections 3.4 and 3.3 and go to the next
time step.

5. NUMERICAL EXAMPLES

5.1. Some notes on the numerical examples

There are three numerical examples proposed here. Namely, a circular drop impacts the surface of
water, sloshing in a tank and the breaking of a dam with an obstacle. The results here are compared
with the commercial FLOW3D code. In the setup of FLOW3D options, there are three types of
algorithms in ‘viscous stress evaluation’: the explicit, the Jacobi implicit and the ADI algorithms.
We found that the three algorithms have almost the same results. The Jacobi implicit algorithm was
chosen here. In the calculation of ‘momentum advection’, FLOW3D has three types of algorithms:
first order, second order and monotonicity preserving second-order algorithms. Numerical tests
indicate that the latter two methods have some numerical instabilities. Thus, we used the first-order
algorithm and in the ‘pressure iterations’, the SOR was used.

In the numerical calculation in PFEM, we set the range of the adaptive time step, i.e. 0.1 s as
the maximum time step and 1e−4s as the minimum time step.

In all the numerical examples the kinematic viscous coefficient was supposed to be =10−6m2/s
and the gravity was g=−9.8m/s2.

5.2. Circular drop impacting the water

The method was verified by an example of a water drop with radius of 0.15m (Figure 6). The
water fell from a height of 0.7m and impacted the free surface of water in a pool with dimensions
of 2m×1m. The results were compared with commercial FLOW3D code. The adaptive time-step
method, the mass conservation properties and the pressure fields were examined.

5.2.1. The adaptive time-step method. The time step chosen in PFEM literature [10], the fixed
time step and the adaptive time-step method are compared.

Figure 7 illustrates the time step in the original PFEM method and the method described in
Section 3.2. The average time step is 0.0023 s in the original PFEM method, whereas it is 0.01265 s
in the method proposed here. Figures 8 and 9 illustrate the mesh when a circular drop impacts the
water. Figure 8 is with a fixed time step 0.01 s. The mesh was very poor near impact line but even
with this mesh, the calculation could go on because of the continuous updating of the mesh and
the procedure of ‘adding’ and ‘deleting’ points. However, near the boundary of the tank, the node
would penetrate the rigid tank. To avoid this problem, a smaller time step must be chosen and no
doubt it will decrease the computational efficiency.
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Figure 6. The sketch of a circular drop impacting the water.
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Figure 7. The time step used in the original PFEM.

The penetration does not appear in this example, but we direct the comparison in the dam break
example shown in Figure 21.

5.2.2. The mass/volume conservation. The PFEM does not conserve the volume exactly [21]. The
error of volume can be understood according to two aspects. The first is that extra unphysical
mesh is generated by the �-shape method as shown in Figure 9. This is the original drawback of
the �-shape method. This error can only be improved by the refinement of the mesh but cannot
be completely eliminated. Fortunately, this error is not very big at each time step, because there is
not very much extra mesh (no more than 10) in this example, while the total number of elements
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Figure 8. The mesh with fixed time step 0.01 s.

Figure 9. The mesh with adaptive time step.
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Figure 10. The mass error of the original PFEM.
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Figure 11. The mass error of the origin PFEM.

is about 5500. This means that the maximum error is about 0.2% at each time step. Futhermore,
the error will not be accurate because this error is random; when the impact occurs the number of
elements increases, and the number of elements decreases when the splash occurs.

The second aspect is that the mass will not be conserved for a Lagrangian description [22] and
it will accumulate during the calculation.

Figure 10 illustrates the error of the mass during the calculation without any special treatment. We
found that the mass increased about 0.2% when the circular drop impacted the water. Afterwards,
the mass became small, which was very similar to the results in [21] and the error was about
−2.5% at time 4 s. Figure 11 illustrates the error of the mass when the mesh-push method was used.
First, the order of magnitude was about 10−5 most of the time but there were some special points
with large negative errors. This is because the mesh-push algorithm conflicts with the �-shape
procedure. But as mentioned before, this error is random and will not accumulate.

5.2.3. The velocity and pressure fields by three time-step methods. To study the influence of the
time-step method, three time-step methods were applied and are illustrated in Figures 12 and 13.
The velocity and pressure values at the center of the pool were obtained and the comparison is
illustrated in Figure 12. We can see that the velocity obtained by BE becomes increasingly smaller;
that is, the solution has been over dissipated. The velocity obtained by CN hardly oscillates.
But the situation is not so fortunate for the pressure field. Figure 13 shows a comparison of the
pressure fields. From Figure 13(b) we find that the pressure oscillates strongly because of the rough
boundary by PFEM that is why the literature chooses the over dissipated BE method. The pressure
obtained by BE (Figure 13(a)) is very good except at some points. In fact, at the moment when
the impact occurs, the impact and the change of the free surface will influence the overall pressure
fields because of the incompressibility restriction. The BE smooths these rough boundaries quickly
while the CN cannot, and for the modified method (Figure 13(c)), some oscillations still happen,
but they are smoothed quickly just as in the BE method.
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Figure 12. The Y-component of velocity by three time-step methods.

(a) (b) (c)

Figure 13. The pressure by three time-step methods.

5.2.4. Comparison with FLOW3D. With the modified pressure method, the shapes of the free
surface are compared with FLOW3D at various times.

In the initial moment, the water drop begins to descend with the acceleration of gravity.
Figure 14(a) shows the droplet impacting the pool’s surface. At the moment shown in Figure 14(b),
the fluids splash, and they impact the left and right walls as shown in Figure 14(c). The pool forms
a big hole. In Figure 14(d), the hole has assembled slowly. When it reaches the highest point, as
illustrated in Figure 14(e), the fluid at the center of the pool begins to push more fluid to its left
and right sides and forms two peaks as in Figure 14(f). In Figure 14(g), part of the fluid sticks
to the left and right walls. Because the velocity of the fluid is high at the center of the pool and
is low at both the sides, a hat-shaped free surface is generated, as shown in Figure 14(h). The
fluid moves down and up several times. As the range of the motion decreases, the collision of
two traveling waves as shown in Figure 14(i) occurs. The motion becomes slower and slower and
finally ceases due to viscosity.

Figure 15 shows the free surface shapes at some initial moments by FLOW3D. The results
represented by solid symbols are from FLOW3D and the lines represent the free surface shape
results from PFEM. The results are coincident with the modified PFEM. From it we can find

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2009; 60:1032–1054
DOI: 10.1002/fld



1048 B. TANG, J. F. LI AND T. S. WANG

0.330748s

(a)

0.371515s

(b)

0.555246s

(c)

0.800006s

(d)

1.208415s

(e)

1.519076s

(f)

1.963255s

(g)

2.506435s

(h)

3.309572s

(i)

Figure 14. The shapes of free surface at various times.

that the water drops are circular according to both theory and PFEM, but the deformation takes
place at the bottom of it according to FLOW3D. This is because of the imprecision of the surface
reconstruction by the VOF method. However, under Lagrangian description, clear and sharp free
surface shapes can always be obtained. Moreover, at time 2.5 s, the FLOW3D’s results also have
a hat-like free surface, although it is wider than the PFEM’s. At time 3 s, the free surface by
FLOW3D is not symmetric at all. Obviously, it is not very precise.

5.3. Sloshing in a tank

The forced sloshing of liquid in a tank subjected to horizontal base excitation was studied by
PFEM. The tank was composed of two parts; the upper part was a rectangle with a width of 2m
and a height of 1m, and the lower part was a semicircle with a radius of 1m (Figure 16). The
motion of the fluid was accompanied with a time-varying body force F=0.2g sin(4t), where 0.2g
denotes the force amplitude, t is the time and 4 is the circular frequency of the force. Figure 17
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Figure 15. The comparison of the free surface by FLOW3D and PFEM.

Figure 16. The sketch of the sloshing in a tank.
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Figure 17. Large amplitude sloshing in the tank at different time steps.

shows the instantaneous configurations of the flow. The solid symbols represent the results from
FLOW3D and the lines represent the free surface shape results from PFEM. In the first sloshing
cycle, the fluid moves continuously as a whole. The amplitude of the sloshing is not very high, with
its highest point near the wall of the tank (Figure 17(a)). After a cycle, this pattern is repeated, but
the shape of the free surface is no longer as regular as in the first cycle (Figure 17(c)). In the first
two cycles, the fluid splash and impact do not happen and this relatively simple case can be solved
very well by the ALE method. But a more interesting case follows. With the excitation continuing,
the amplitude of the sloshing increases. The pattern of the sloshing changes nonlinearly. The
shape of the free surface is no longer regular, and begins to collapse (Figure 17(e)). Accompanied
with such strong nonlinear phenomena, the velocities of the fluid at different positions become
more diversified; some fluid particles are accelerated, and others are decelerated, which would
cause breaking and splashing of the free surface, as illustrated in Figure 17(d) and (h), where the
individual particles represent the splashed fluid. After a while, the collapsed fluid and the splashed
fluid hit surrounding fluid and the impact occurs, as illustrated in Figure 17(f) and (g). PFEM can
deal with impact without special treatment. The algorithm can capture the impact by generating a
new linked mesh. The solution of the Navier–Stokes equation on this mesh will generate a greater
pressure gradient to represent the impact.

To test the accuracy of PFEM, the pressure and velocity at the fixed position p as the center of
the semicircle of the tank were compared with the commercial FLOW3D results as illustrated in
Figures 18 and 19. In this example, the maximum mass error is −0.006% and the average time
step is 0.0205 s.
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Figure 18. Computed velocity at the fixed position p.
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Figure 19. Computed pressure at the fixed position p.

5.4. Breaking of a dam with an obstacle

As shown in Figure 20, the initial water column with a width of 0.1461m and a height of 0.292m
collapses in a region of 0.584m×0.584m, and impacts a small obstacle at 0.0292m. The obstacle
has a width of 0.024m and a height of 0.584m. Figure 21 shows the mesh at 0.15 s for the adaptive
time step and the method in [10]. Figure 22 shows a number of characteristic moments in the
time evolution. In Figure 22(a), the water column impacts the obstacle. The fluid ejects vertically
in Figure 22(b). In Figure 22(c), the fluid rushes over the obstacle and generates many breaking
droplets. In Figure 22(d), the fluid impacts the right wall, and in Figure 22(e) and (f), most of
the fluid arrives at the bottom of the region. At the time 0.38 s, the motion of the fluid by PFEM
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Figure 20. The sketch of the dam break problem.

(a) (b)

Figure 21. The mesh at 0.15 s by two kinds of time steps: (a) Time step posed
here and (b) time step used in [10].

is about 0.02 s earlier than the result by FLOW3D. This phenomenon needs further investigation
in the future.

In this example, the maximum mass error is −0.07% and the average time step is 0.0026 s.
Since in this problem there is no obvious reference point, the velocity and pressure are not

compared with FLOW3D here.

6. CONCLUSION

In this work, the PFEM was improved, and the relevant phenomena of droplet, sloshing and dam
break were simulated. In these examples the shape of the free surface and the velocity and pressure
fields were examined by the commercial FLOW3D code.
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Figure 22. Dam break against an obstacle.

The improvements covered four aspects. (1) The least-square finite element method (LSFEM)
was used as a substitute for the original finite calculus (FIC) method. This substitution is not
necessary, but it can simplify the programming difficulties greatly, because the stabilization terms
needed by FIC are unnecessary in the LSFEM. As we all know, the stabilization terms are tedious
because they sometimes depend on experiences. (2) A new adaptive time step was derived to
improve the efficiency of and to overcome the abundant ‘layers of nodes’ of the original PFEM.
(3) A mesh-pull procedure was adopted to reduce the relative mass error to 10−5, while the mass
conservation was not very good for PFEM. (4) A method to decrease the pressure oscillations was
created to balance the oscillation by the CN method and the large numerical dissipation generated
by the backward Euler (BE) method, and this dissipated BE method was used in the original PFEM.
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